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Multiple People Tracking Using Non-iterative 
Tensor Voting Method 
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Abstract— Human tracking is an emerging research field in computer vision and video surveillance. Lightning changes and occlusion are 
the main challenges faced during tracking. This paper focuses on people tracking both in indoor and outdoor scenes. Our method is based 
on color modeling using tensor voting framework, which can handle these challenges. The lightning conditions are controlled by 
homomorphic filtering and occlusion is handled by modelling the color clothing of each individual. Tensor voting is non-iterative method in 
which only the scale has to be specified at beginning and is able to build number of clusters automatically. The experimental work shows 
that our method can track the person successfully and also handle occlusion by finding the centroid of a person. 

Index Terms— Background subtraction, Color modeling, Filtering, Tensor voting, Tracking, Video surveillance, 2D Gaussian.   

——————————      —————————— 

1 INTRODUCTION                                                                     
video is represented as smallest unit of hierarchical unit 
such as scene, shot and frame. We can use single or mul-
tiple cameras to shot a video frame. A video is divided 

into frames that represent continuous actions, a camera is a 
device that stores and records the scene, popularly known as 
sensing element. Manual object detection and tracking be-
comes tedious task due to number of factors such as humans 
cannot keep a continuous watch on object, chances of manual 
errors, etc. which results in automation requirement [1]. Track-
ing means following a particular object that is moving to find 
trajectories of an image. A tracker assigns labels to the object 
so that it is easily recognized in different frames. Depending 
upon which method or algorithm is used, a tracker provides 
information such as area, orientation, shape and size of an 
object. The ultimate objective of tracking is to connect the tar-
get object into continuous frames in order to track. The en-
hancement in tracking is motivated by many real-time appli-
cations such as security purpose, human-computer interaction, 
sports, tracking people in public places, etc. 

Image processing is a research area which deals with issues 
like filtering, compression, enhancement of images, etc. It makes 
a study of description of image and video sequence. Computer 
vision is an area that deals with acquiring, analyzing and un-
derstanding behaviour of images. It is an artificial intelligence 
that extracts useful information from raw data. In order to un-
derstand image behaviour, study of various factors like camera 
model, lightning, color, texture, shape and motion taken from 
video are important [1]. Our research topic will overcome man-
ual limitation to keep a continuous watch on an object. Tracking 
strategy can be completed in three stages: object detection, ob-
ject recognition and object tracking. Detection means to find out 
the object in motion e.g. we are interested in human or car or 

animal tracking. Different techniques are available for object 
detection viz. background subtraction, temporal differencing 
and optical flow method of which first method is most widely 
used. In background subtraction [2] we subtract the background 
and extract only foreground moving object. In this method the 
object that is in motion is recognized as foreground object and 
static image is the background frame. As shown in Fig. 1 the 
background image is subtracted and foreground human image 
is extracted. Temporal differencing [3] is based on frame differ-
encing and optical flow [4] is a vector-based method that 
matches the point on objects over multiple frames. Objects can 
be classified using shape-based, color-based, motion-based and 
texture-based classification as suggested in [5]. The next stage is 
the object recognition that states the entity of interest to track. 
That means which moving object we need to track has to be 
recognized from multiple objects. And finally the last stage is to 
track the target object.  

 

 
Fig. 1. Input frame and foreground extracted image  

In this paper our main focus is to track a person using a sin-
gle camera, and a static background image. The video captured 
contains impurities like noise, lightning changes and fluctua-
tions. Various clues such as size, shape, color, intensity can be 
used to differentiate between persons. Multiple methodologies 
discussed in literature survey section for tracking person, hand 
motion of people, vehicle in traffic monitoring, etc. There are 
many times when people cross each other resulting in partial or 
complete occlusion. Few methods discussed herewith that over-
comes occlusion problem. Tensor voting is a framework used 
for color modelling of an image which is non-iterative method 
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and requires no prior knowledge of data and thresholding. 
Here each input is encoded as tensor and voting is a field where 
tensors communicate with each other. After the voting process 
is done clusters are formed based on maximum color that gives 
maximum separation in between foreground and background. 
This color modelling is used for tracking purpose.  

This paper focuses on object tracking in continuous video 
frames. This is organized as follows, section II focus on study of 
related work, section III describes tensor voting methodology, 
section IV covers the result set and discussion. 

2 RELATED WORK  
In 2003 [6], a research continued in the field of automatic 
tracking and intruder-detection in a surveillance system. A 
tracking system includes background generation and subtrac-
tion method, can be affected by global intensity variations us-
ing a PTZ camera. Object merging and splitting can be han-
dled by a method proposed in [7] by H. Galoogahi, where the 
main focus is on tracking a group by following events such as 
splitting, merging and leaving. Temporal differencing method 
is based on frame differencing to find out the target object. 
Due to lack of object trajectories, the fragmented trajectories 
cannot be combined into a real trajectory, to overcome this 
tensor voting method proposed in [8] provides efficient way to 
handle discontinuous trajectories. In [9] to automatically im-
prove the image quality and enhance the binary image tensor 
voting framework is well suitable. The noisy input data con-
tains some corrupted regions, these regions are restored and 
image quality is improved. Tracking of moving objects using a 
static camera, with severe occlusion handling, merging/ split-
ting of objects can be tracked easily. To detect the moving ob-
ject P. Kornprobst and G. Medioni use the partial differential 
equation (PDE) based approach [10]. Smoothness constraint is 
used along with temporal dimension to correct detection de-
fects due to occlusion and noisy data. Kalman filter [11] works 
well for ballistic trajectory but tensor voting works for generic 
approach and solves large class of tracking problems. As ex-
plained in [12] Modified Kalman filter method is used to track 
multiple similar objects such as vehicles using a moving cam-
era. The M2 Tracker [13] is multiple-camera based human 
tracking system, uses presence probability and color features 
to classify pixels between objects. Object tracking can also be 
done using kernel based method [14] instead of using a single 
kernel. It uses multiple kernels to provide robust tracking per-
formance, to make possible multiple kernels work well pro-
jected gradient method is used. 

3 TENSOR VOTING METHODOLOGY 
The main aim is to track the objects in motion. To detect the 
moving regions PDE method [15] is used that restores the bi-
nary image and maintains the sequence. In order to correct the 
defects in occlusion and noise it uses smoothness constraint 
with temporal dimension. This is done using tensor voting 
approach which is a perceptual grouping approach. 

The previous work over inference is broadly classified into 
curves, regions and surfaces, these inputs are suitable for areas 
such as dot clustering in 2-D, curve and contour interface in 2-

D, and surface reconstruction in 3-D [16]. Guy and Medioni 
[17] developed a non-iterative method that is able to handle 
both curve inference from 2-D and surface inference from 3-D 
form a point. Unlike the previous work this method is robust 
to noise, no limitation over surface topology, detects orienta-
tion discontinuity and is non-iterative. Tensor voting method 
is based on tensoral description of moving regions that en-
codes the aspects like: the number of neighbours involved in 
this estimation, the velocity and their coherence (called the 
saliency) [10], [15].  

An input is in the form of tokens, a second order, symmet-
ric, non-negative definite tensor is an nXn matrix and an ellip-
soid in an N-D space [18]. Types of tensor are: Stick tensor or 
oriented tensor, Ball tensor or un-oriented tensor and Generic 
tensor. Tensors can be produced by the summation of eigen-
vectors  n  �����⃗ n�⃗  T. The tensors can be computed as [18]: 

 
T = ∑  n  �����⃗ n�⃗d

𝑖=1  T      (1) 
Where di→ dimensionality 
  nı  ������⃗   → unit vector 
 
The methodology is grounded for two elements: tensor calcu-
lus for data representation and voting means communication. 
The only parameter that needs to be set is scale range where 
voting process has to be carried out.  

The activity diagram in Fig. 2 explains color modeling pro-
cess starting from background removal till color clustering. 

4 EXPERIMENTAL RESULTS 
The experiment was performed over several videos taken 
from different datasets such as PETS 2009, Visor, etc. we found 
that our algorithm works good for both indoor and outdoor 
scene’s. Once at the beginning we need to set a static camera 
and fix its position. Then we have to set a back-
ground/location and capture the video, at first we need to 
manually mark the person whom we have to track and then 
our tracking process is automatically done. Our first step is to 
extract the foreground object that is any person in motion and 
subtract the background frame using appropriate thresholding 
usually in the range of 30-40. Then filtering is done to remove 
noisy and edge pixel using appropriate filtering method and 
finally color modeling is done using tensor voting. Herewith 
we represent a person using single color. Fig. 3 shows initial 
step of experimental study representing foreground extraction 
of multiple people. 
     Based on color clothing of individual each dominant color 
is modeled by 2D-Gaussian in an appropriate feature space. 
As tensor voting framework is robust to lightning variation, 
we use a mixture of R+G, G+B color feature and form clusters 
as proposed in [19]. Tokens communicate with each other un-
der a predefined scale known as σ, usually it lies in the range 
of 6 to 12 to form color clusters as shown in Fig. 4(c). Using 
these clusters we form a 2D Gaussian and obtain the mean and 
covariance matrix in the feature space. For each cluster we 
compute the mean and covariance matrix as; 
 
μk =  (1 𝑁𝑁 ⁄ )∑  𝑥𝑥𝑁𝑁

𝑖=1     
 (2) 
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Ck = ( 1 𝑁𝑁 ⁄ ) ∑ (𝑥𝑥 − µ𝑁)(𝑥𝑥 − µ𝑁)𝑁𝑁

𝑖=1 P

T   (3) 
 
Where Nk is the number of feature vector in kth cluster.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Activity flow diagram for color modeling  

 
 
 
 
 
 
 
 
 
 
 
Fig. 3. (a) Input frame from PETS-2009 dataset (b) Foreground extraction 

Gaussian formation of color clusters is as shown in Fig. 5. 
Here x-axis indicates the combination R, G color and y-axis 
indicate combination of B, G color. Fig. 6 shows the result of 
tracking taken from Visor dataset. At first we model the per-
son which is to be tracked, and then a single color is given for 

each individual, so that it is easily recognized and does not 
results in misclassification. It is seen that our approach effec-
tively keeps track of a person even under occlusion. Our result 
successfully handles both partial and complete occlusion. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. (a) Input frame from PETS 2009 dataset, (b) foreground extracted 
image without noisy data (c) Color cluster formation (d) Color modelling 

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. Gaussian formation of color clusters 

 

 

 

 

 

Fig. 6. Tracking- occlusion handling (a) Input frame (b) color modeling 
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Fig. 7(b) shows multiple people are labled under R, G, B color 
pixels. This helps in handling occlusion. As seen in the fig be-
low blue and green labled persons occlude each other, still 
tracking continue successfully. 

 

 

 

 

Fig. 7. People occluding each other (a) Input frame (b) color mode 

Fig. 8 shows a series of actual input frame taken from video 
then foreground extracted image and finally person is mod-
eled by color using tensor voting framework. To validate the 
performance of our method we performed our experiment on 
several videos that contains single or multiple persons. Table 1 
shows the quantitative study of number of pixels assigned to 
person. Fig 8 (a, d) is the actual input image taken from video, 
Fig 8 (b, e) is the foreground extracted image and Fig 8 (c, f) is 
the color modeled image. Table 1 show that the difference be-
tween the actual foreground pixels and number of pixels 
modeled using color is less. 

 

 

 

 

 

 

Fig. 8. (a, d) Input frames, (b, e) Foreground extracted image, (c, f) Color 
modeling   

5 CONCLUSION 

We propose a robust method that can track a person using 
color modeling. For color modeling tensor voting method is 
used, each dominant color is modeled by a 2D Gaussian and 

color clusters are formed in feature space. Our approach is 
computationally efficient that runs on 30 frames per second. 
From the experimental work it is clear that our approach can 
handle occlusion and person is recognized by a single color. 
During experimentation we observe that classification accura-
cy is better for RGB color as compared to HSI color model.  
This algorithm is tested on several videos to evaluate the per-
formance of our method.  
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